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La fiabilité des intelligences artificielles génératives, comme outil d’accès au savoir, est sans 

cesse remise en question, notamment au gré de polémiques qui secouent l’actualité. Leur 

capacité à synthétiser en quelques secondes des informations complexes est certes 

impressionnante, mais force est de constater que la confiance n’est pas encore de mise. Une 

confiance qui s’est effondrée brutalement en novembre 2025
1

, lorsque Grok, l’IA 

conversationnelle intégrée au réseau social X d’Elon Musk, a produit des propos ouvertement 

négationnistes lors d’échanges publics avec des utilisateurs. 

 

Sur les réseaux sociaux, les choses peuvent aller très 

vite. En quelques heures, des captures d’écran font le 

tour du monde, démontrant que l’IA de l’un des plus 

gros réseaux sociaux du monde (plusieurs centaines de 

millions d’utilisateurs en 2025) peut produire une 

rhétorique digne de Robert Faurisson : une présentation 

pseudoscientifique, des controverses inexistantes, de 

l’incertitude sur des faits avérés, le tout enveloppé d’un 

langage prudent et faussement neutre. Ces réponses ont 

provoqué une indignation immédiate et ravivé une 

inquiétude profonde quant aux limites de ces nouvelles 

technologies. Elles ne relèvent pas seulement d’une 

erreur technique ou d’un défaut ponctuel de 

modération, mais ébranlent notre rapport à la vérité 

historique, à l’ère de la numérisation des discours. L’IA 

est de plus en plus utilisée dans l’accès au savoir et ces défaillances ne sont pas anecdotiques : 

elles touchent à l’éthique, à la transmission de la mémoire, de l’histoire, à notre rapport aux 

sources, etc. 

 

L’épisode n’est pas perçu comme incident isolé, ou comme une simple hallucination (pure 

invention générée couramment par l’IA). L’IA vient de démontrer combien elle peut devenir 

un puissant outil de désinformation. Qui plus est, le fait que l’incident survienne sur la 

plateforme d’Elon Musk, dont les positions politiques et les soutiens à l’extrême droite sont 

bien connus, n’a pas manqué d’ajouter de l’eau au moulin. 

 

                                                        
1  La même IA avait suscité, quelques jours plus tôt, une autre polémique en propageant des affirmations 

mensongères concernant le massacre du Bataclan en 2015 : 
https://www.lemonde.fr/societe/article/2025/11/17/attentats-du-13-novembre-quand-grok-l-ia-d-elon-musk-

propage-les-fake-news-de-l-extreme-droite_6653683_3224.html 
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Face à la virulence des réactions, les concepteurs de Grok réagissent et quelques heures plus 

tard, les réponses changent diamétralement : la réalité des chambres à gaz d’Auschwitz-

Birkenau est désormais indiscutable et le négationnisme rejeté sans détour. Chose curieuse, 

l’IA nie désormais avoir tenu les propos incriminés. Mais le mal est fait et l’épisode révèle 

qu’une IA largement accessible peut produire un discours qui insulte les fondements du savoir 

historique, ainsi que la mémoire de millions de victimes. 

 

Historiens, responsables d’institutions mémorielles, personnalités politiques, acteurs de la 

société civile dénoncent publiquement les faits. Toutes et tous rappellent que le 

négationnisme ne relève pas du débat historique, mais d’une imposture motivée 

idéologiquement. Il constitue d’ailleurs une infraction pénale dans de nombreux États 

européens. Le jour même, le gouvernement français, par la voix de trois ministres (Roland 

Lescure, Aurore Bergé et Anne Le Hénanff), signale ces contenus au procureur de la 

République, les qualifiant de « manifestement illicites ». Le dossier est également transmis à 

Pharos, la plateforme nationale de la police chargée de lutter contre les contenus illégaux en 

ligne. 

 

L’affaire s’inscrit dans un contexte de surveillance accrue de la part de la Commission 

européenne à l’égard de Grok, en raison de messages à caractère antisémite répétés
2
. 

Quelques jours après les propos incriminés de novembre, la Commission européenne déclare 

être en contact avec X et rappelle que la plateforme est dans son viseur pour des pratiques 

contraires aux valeurs et droits fondamentaux de l’Europe. Dans le même temps, la Ligue des 

droits de l’Homme et SOS Racisme déposent plainte au pénal pour négation de crimes contre 

l’humanité
3
. 

 

Reste à voir ce que donneront ces procédures, mais une chose est certaine : l’IA n’a 

assurément pas fini de donner du fil à retordre aux juristes. 

 

 

Comment une IA peut-elle produire du contenu négationniste ? 

 

Une IA générative comme Grok ne « connaît » pas l’histoire : elle génère du texte sur base de 

probabilités, à partir d’immenses corpus disponibles sur Internet, et en reproduisant des 

formes de discours existant. Ces corpus contiennent tout ce qui circule en ligne : travaux 

scientifiques et articles de presse, mais aussi littérature complotiste et négationniste. Or, ces 

sources existent en quantité suffisante pour être statistiquement « admissibles ». Si les 

mécanismes de filtrage et de hiérarchisation sont défaillants, l’IA peut alors reformuler des 

éléments de discours faux, mensongers ou condamnables. 

  

                                                        
2 https://fr.euronews.com/next/2025/07/10/la-commission-europeenne-surveille-lia-delon-musk-pour-des-

messages-a-caractere-antisemite 
3 https://www.pbs.org/newshour/world/france-will-investigate-musks-grok-after-ai-chatbot-posted-holocaust-

denial-claims 

https://fr.euronews.com/next/2025/07/10/la-commission-europeenne-surveille-lia-delon-musk-pour-des-messages-a-caractere-antisemite
https://fr.euronews.com/next/2025/07/10/la-commission-europeenne-surveille-lia-delon-musk-pour-des-messages-a-caractere-antisemite
https://www.pbs.org/newshour/world/france-will-investigate-musks-grok-after-ai-chatbot-posted-holocaust-denial-claims
https://www.pbs.org/newshour/world/france-will-investigate-musks-grok-after-ai-chatbot-posted-holocaust-denial-claims
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En juillet 2022, l’UNESCO publiait une étude
4

 mettant en évidence la virulence du 

négationnisme sur les réseaux sociaux : 16,2 % des contenus relatifs à la Shoah postés sur les 

principales plateformes de médias sociaux niaient ou falsifiaient les faits essentiels. Sur 

Telegram, où la modération est particulièrement faible, ce chiffre atteignait 49 %. Depuis le 

rachat de Twitter par Elon Musk en 2022, les barrières contre la violence en ligne ont été 

considérablement affaiblies. Rappelons qu’une fois aux commandes, le milliardaire a 

congédié la direction et purgé les équipes de modérateurs. Se déclarant partisan d'une liberté 

d'expression « sans limite », il a annoncé le rétablissement des comptes précédemment 

suspendus, y compris néonazis. Renommé X en 2023, le réseau exacerbe depuis la diffusion 

de fausses informations et la polarisation des opinions. Si Grok puise dans ces flux toxiques, 

les mécanismes destinés à détecter et bloquer les contenus haineux ou négationnistes doivent 

être particulièrement robustes. Lorsqu’une IA ne dispose pas d’un ancrage ou de contraintes 

solides, elle peut produire des réponses plausibles sur le plan statistique et linguistique, mais 

historiquement fausses. Présenter plusieurs « points de vue » de manière symétrique et 

équivalents, sans discernement au nom d’une fausse impartialité, peut s’avérer 

particulièrement dangereux : le négationnisme n’est pas un débat historiographique légitime, 

mais une falsification. Ce que révèle l’affaire Grok est également un échec de l’IA à 

distinguer démarche historique et opinion politique. 

 

À mesure que l’IA s’impose comme un intermédiaire dans l’accès au savoir, il faut s’attendre 

à ce qu’elle influence également la transmission de la mémoire collective. Or, les crimes de 

masse et génocides ne sont pas des objets historiques comme les autres. La critique fait bien 

sûr partie intégrante du métier d’historien, mais l’objet du négationnisme sort totalement de ce 

cadre. Les enjeux ne sont donc pas seulement techniques : ils sont culturels et politiques. L’IA 

pourrait-elle contribuer à une relativisation insidieuse de faits établis, voire à leur dilution 

dans un brouillard de discours concurrents et de controverses artificielles ? Ceci menace de 

renforcer l’un des pires fléaux des réseaux sociaux, à savoir le relativisme absolu et 

l’équivalence des discours, où l’opinion d’un quidam intervenant sous pseudonyme sur X 

vaudrait les travaux de Raoul Hilberg, Christopher Browning, Pierre Vidal-Naquet et 

l’immense corpus scientifique international construit sur des décennies. Face à ces risques, le 

rôle des historiens, des institutions mémorielles, ainsi que des cadres juridiques et politiques 

demeure central. La mémoire ne peut être déléguée sans de solides garde-fous à des systèmes 

automatisés. Sans exigence éthique et politique forte, l’IA risque de la transformer en un 

terrain vulnérable aux pires falsifications et manipulations. 

 

                                                        
4 https://unesdoc.unesco.org/ark:/48223/pf0000382159. Un autre rapport de 2024 (en anglais) interroge les 

dangers de l'IA générative pour une transmission de l'histoire de la Shoah : 

https://unesdoc.unesco.org/ark:/48223/pf0000390211. 

 

Depuis 2003, l’action de l’ASBL Mémoire d’Auschwitz s’inscrit dans le 
champ de l’Éducation permanente. 
À travers des analyses et des études, l’objectif est de favoriser et de 
développer une prise de conscience et une connaissance critique de la 
Shoah, de la transmission de la mémoire et de l’ensemble des crimes de 
masse et génocides commis par des régimes autoritaires. Par ce biais, 
nous visons, entre autres, à contrer les discours antisémites, racistes et 
négationnistes. 
Persuadés que la multiplicité des points de vue favorise l’esprit critique 
et renforce le débat d’idées indispensable à toute démocratie, nous 
publions également des analyses d’auteurs extérieurs à l’ASBL. 
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